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capacities is bounded ). Any feasible transshipment f
in this network can be transformed into a feasible
transshipment in the original network by multiplying
f by d and dividing the time any interval of flow is
sent by d.

Finally, we can bound the size of denominator d: if
T is irrational or has large denominator, and the prob-
lem is feasible in time T, then Theorem 4.1 implies
we can reduce T and the problem remains fegsi

7.3. The quickest transshipment

Given a dynamic network, and a supply vector v, the
quickest transshipment is a feasible dynamic trans-
shipment that satisfies all supplies in the minimum
time T. Since the dynamic transshipment
feasible as long as (A)<o(4) forall 4 C S,
for fixed 4 is a continuous and nondecre
tion of T, at the minimum time T there must be some
A that is tight. Theorem 4.1 then implies that T must
be a rational number with bounded denominator and
thus, using the dynamic transshipment algorithm, we
can solve the quickest transshipment problem via bi-
nary search for the minimal T.
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